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High-level ab initio calculations of the barriers, enthalpies, and rate coefficients for the intramolecular cyclization
reactions of •CH2CH2CH2CH2SeR (R ) Me, n-Bu, s-Bu, t-Bu, Bn, Bz, Ph2CH) and •CH2CH2CH2CH2CHdCH2

have been performed at the G3(MP2)-RAD level. The calculated rate coefficients show excellent agreement
with experiment (to within a factor of 5 or better), although this might be due, in part, to a systematic cancelation
of order-of-magnitude errors in the corresponding Arrhenius parameters. The intramolecular cyclizations at
selenium were found to be energetically favorable processes that occur with synthetically accessible rate
coefficients on the order of 104-106 s-1 at 294 K. These values are largely governed by the stabilization
energy of the leaving radical, though with contributions from steric and polar effects.

Introduction

In the rapidly developing field of free-radical chemistry, the
process of homolytic substitution plays a significant role. In
particular, it has been recognized as a convenient method for
carbon-heteroatom bond formation both inter- and intramo-
lecularly.1 Among other synthetic applications, intramolecular
homolytic substitution has been successfully used in the
construction of O-, S- and Se-containing heterocycles.2 Se-
containing heterocycles are of particular interest, as they exhibit
a wide array of biological properties, including anticancer,
antibacterial, antiviral, and antioxidant activities.3

Given that the successful design of radical reactions relies
on the knowledge of the rates of the individual steps, a thorough
understanding and development of intramolecular homolytic
substitution at selenium as a synthetic tool depends on the
availability of the relevant kinetic data. Unfortunately, obtaining
kinetic data for ring closures can frequently be a synthetically
and/or experimentally challenging task, and as a result, experi-
mental kinetic data for intramolecular homolytic substitution
at Se are somewhat limited. To date, only rate constants for
attack by an aryl radical to displace the benzyl radical (3 × 107

s-1 at 80 °C)4 and attack by a primary alkyl radical to displace
a diphenylmethyl radical (1 × 107 s-1 at 25 °C)5 have been
reported, with both studies indicating the formation of tetrahy-
droselenophene. Because studies of bimolecular homolytic
substitution at Se suggest pronounced leaving radical effects,6

it is of interest to examine the cyclization kinetics for a much
wider range of leaving groups.

Computational chemistry offers a complementary method for
studying reaction kinetics and can be particularly useful for free-
radical processes, where the possibility of competing side
reactions can sometimes hamper experimental measurements.
To date, there do not appear to have been any high-level

computational studies of the kinetics of intramolecular homolytic
substitution at Se or of the effects of the leaving group. However,
earlier studies examined the mechanism of this reaction in simple
ω-chalcogenylalkyl radicals.7,8 Mechanistically, homolytic sub-
stitution is much like nonradical nucleophilic substitution, except
that solvation is of much less importance in neutral radical
environments. Evidence exists for two possible mechanisms:
one is a concerted process, whereby radical R• forms a bond to
atom Y simultaneously with homolytic scission of the YsL
bond, resulting in the formation of radical L•; the other involves
formation of a transient hypervalent intermediate [R · · ·Y · · ·L]•.1,7

R• +YsLf [R · · ·Y · · ·L]•fRsY+L• (1)

Both intermolecular and intramolecular homolytic substitution
at O, S, and Se are predicted to proceed via a concerted
mechanism with a transition state having a collinear or nearly
so arrangement of attacking and leaving radicals.9,10 On the other
hand, Te group transfer appears to involve a transient hyper-
valent intermediate, which is presumably due to the increased
availability of its low-lying d orbitals.7 A concerted mechanism
for homolytic substitution at Se is consistent with the experi-
mental evidence for large leaving-group effects on the inter-
molecular reaction kinetics6 and suggests that similar effects
would be expected for the analogous intramolecular reaction.

In the present work, we use high-level ab initio molecular
orbital calculations to study intramolecular homolytic substitu-
tion at Se for the series of radicals •CH2CH2CH2CH2SeR for R
) Me, n-Bu, s-Bu, t-Bu, Bz, Bn, and Ph2CH, with a view toward
studying the effect of the leaving group R (see Scheme 1). We
also examine the ability of high-level ab initio molecular orbital
calculations to reproduce the available experimental data for
these and related reactions, with a view toward establishing a
reliable theoretical methodology that can be applied in cases
where experimental data are not available.

Computational Procedures

Standard ab initio molecular orbital theory and density
functional theory calculations were carried out using Gaussian
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0311 and MOLPRO 2000.612 software. Geometries and frequen-
cies were obtained at the B3-LYP/6-31G(d) level of theory, and
extensive conformational searches were also performed at this
level. All frequencies were scaled by their appropriate scale
factors.13 We have previously shown that low levels of theory
such as B3-LYP/6-31G(d) provide sufficiently accurate geom-
etries and (scaled) frequencies for other radical reactions,
including addition to various types of double bonds and
hydrogen-atom abstraction.14 Improved energies were then
obtained using G3(MP2)-RAD, a high-level composite method
that approximates (U)RCCSD(T) calculations with a large
triple-� basis set via additivity corrections at the R(O)MP2 level
of theory.15 This approach has been shown to reproduce a large
test set of gas-phase experimental data to within chemical
accuracy,15 and we have had similar success with the use of
this method to model the kinetics and thermodynamics of radical
reactions such as addition and �-scission.16 Further evaluations
of the accuracy of the present calculations are carried out below.

For the cyclizations of •CH2CH2CH2CH2SeR with R ) Bz,
Bn, and Ph2CH, the reactant radicals were too large for practical
G3(MP2)-RAD calculations to be performed using our comput-
ing resources. In those cases, we instead adopted an ONIOM
approximation in which G3(MP2)-RAD calculations were
performed for the “core” reaction (in this case, the corresponding
reaction but with R ) Me). These were then corrected for the
substituent of the real R group, as calculated at the R(O)MP2/
6-311+G(3df,2p) level of theory. We have recently shown that
this approach yields an excellent approximation to full G3(MP2)-
RAD calculations for a wide range of radical reactions.17 In
the present work, we further test the ONIOM approximation
through comparison with full G3(MP2)-RAD calculations for
the case of R ) t-Bu.

After the geometries, frequencies, and improved energies had
been obtained, partition functions and corresponding thermo-
dynamic functions (i.e., enthalpy H, entropy S, and Gibbs free
energy G) were calculated using the standard textbook formulas,
based on the statistical thermodynamics of an ideal gas under
the harmonic-oscillator/rigid-rotor approximation.18 Further
details of these formulas are provided in the Supporting

Information. For the overall cyclization reactions, we further
corrected the rate coefficients by treating all low-frequency
torsional modes as hindered internal rotations using the standard
one-dimensional torsional eigenvalue summation (TES)
method,19 applied at a 60° resolution. Our recent assessment
study of 644 rotations in 104 organic molecules showed that
this resolution is sufficient to reproduce the results obtained
at the more accurate 10° resolution to within a factor of 1.08.20

To mitigate the effects of coupling between the modes, we use
the method of Van Cauter et al.21 for combining the hindered-
rotor partition for the specific mode with the harmonic-oscillator
partition functions for the remaining vibrational modes. In this
method, the harmonic-oscillator approximation to all 3N - 6
internal modes of a molecule, and the resulting vibrational
partition function, is then multiplied by a correction factor for
each internal hindered-rotor partition function. This factor is
then calculated as the ratio of the hindered-rotor partition
function to the corresponding “pure” vibrational partition
function, as calculated from second derivative of the rotational
potential.

In the present work, we calculate only the gas-phase rate
coefficients and do not include corrections for solvent effects.
as such effects are difficult to model accurately for transition
structures. Moreover, based on a comparison of experimental
gas- and solution-phase rate coefficients for other unimolecular
cyclization reactions (such as the 5-hexenyl radical, which is
studied in more detail below), we do not expect them to be
significant for the present reactions.

Finally, to assist in the qualitative rationalization of the
results, radical stabilization energies (RSEs) of the leaving
radicals, R•, were calculated at the G3(MP2)-RAD level of
theory. These were defined in the usual manner22 as the
enthalpies of reaction 2

R•+CH4fRsH+ •CH3 (2)

for the various radicals, R•. The charge distributions in the
transition states and reactant radicals were also calculated on
the basis of a natural bond orbital (NBO) population analysis,

SCHEME 1: Cyclization of •CH2CH2CH2CH2SeR
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carried out in Gaussian using the B3LYP/6-311+G(3df,2p)
density.

Results

Kinetic and thermodynamic parameters were calculated for
the cyclization reactions of •CH2CH2CH2CH2SeR (for R ) Me,
n-Bu, s-Bu, t-Bu, Bz, Bn, and Ph2CH) and •CH2(CH2)3-
CHdCH2. These reactions are depicted in Schemes 1 and 2,
respectively. The 6-endo cyclization of the latter radical was
chosen for benchmarking of the theoretical calculations, as both
gas-phase23 and solution-phase24 experimental data are available
for it. We also considered the more common 5-exo reaction,
although, in this case, we could locate only solution-phase24

experimental data. In all cases, cyclization proceeds via a series
of steps in which the global minimum-energy conformation of
the radical undergoes rotation to form a “curled” intermediate,
from which cyclization can then proceed. Figure 1 shows the
free energy diagram corresponding to these individual steps for
the •CH2CH2CH2CH2SeR radicals for R ) Me, Bu, s-Bu, and
t-Bu, together with the corresponding optimized geometries for
the R ) Me case. Optimized geometries of the cyclization
transition structures for all of the •CH2CH2CH2CH2SeR radicals
are shown in Figure 2; optimized geometries of all species are
provided in the Supporting Information.

From Figure 1, it can be seen that, for each studied R group,
the cyclization step has a much higher reaction barrier than the
conformational changes that precede it and, hence, is rate-
determining. As a result, the overall cyclization rate (i.e., as
would be observed experimentally) is simply given by the
product of the equilibrium constant(s) for the curling reaction(s)
and the rate coefficient of the cyclization step itself. This, in
turn, is equivalent to calculating the rate coefficient for the
cyclization reaction from the global minimum-energy conforma-
tion of the reactant, rather than the curled intermediate.
Therefore, to simplify the calculations, for the larger R groups

(R) Bz, Bn, and Ph2CH) and for •CH2(CH2)3CHdCH2, we
simply calculated the overall cyclization rate in this manner.

Table 1 reports the enthalpies, entropies, and free energies
of activation and reaction associated with the cyclization
reactions of •CH2CH2CH2CH2SeR. For the smaller R groups
(R ) Me, Bu, s-Bu, and t-Bu), thermodynamic data are included
for all of the individual steps, together with those for the overall
reaction; for the larger R groups (R ) Bz, Bn, and Ph2CH),
only data for the overall reactions are included. Corresponding
rate coefficients and Arrhenius parameters for the overall
cyclization reactions of all radicals, together with the available
experimental data from the literature, are listed in Table 2. For
R ) t-Bu, two sets of data are shown in Table 1; one is based
on full G3(MP2)-RAD calculations, and the other uses an
ONIOM approximation in which G3(MP2)-RAD calculations
for the R ) Me system are combined with R(O)MP2/6-
311+G(3df,2p) calculations of the R-group substituent effect.
The latter are provided so as to enable testing of the ONIOM
approximation, which is used for the larger R groups (R ) Bz,
Bn, and Ph2CH).

Discussion

Assessment. If we first examine the rate coefficients and
Arrhenius parameters for the 6-endo cyclization of the hexenyl
radical (Table 2), we note that the gas- and solution-phase
experimental data show close agreement with one another,
indicating that, as expected, solvent effects are not significant
in this reaction and are thus not likely to be significant in the
other studied cyclizations. The calculated rate coefficient for
this reaction shows excellent agreement with both the gas- and
solution-phase values; however, the Arrhenius parameters
exhibit slightly larger discrepancies. In essence, the theoretical
calculations overestimate the frequency factor by approximately
1 order of magnitude, although this is then compensated by an
equivalent overestimate of the reaction barrier. The gas-phase
calculations for the more common 5-exo cyclization reaction
also show good agreement with the solution-phase experimental
data, although the frequency factor and barriers are again
overestimated slightly by theory. Similar trends are also
observed for the cyclizations at selenium: Where comparison
is possible, theory reproduces the experimental rate coefficients
to within a factor of 5 or better but overestimates the frequency
factors by approximately an order of magnitude, with compen-
sating errors in the activation energies.

Because of the scarcity of experimental data for these systems,
it is difficult to account unambiguously for the discrepancies in
the Arrhenius parameters. On one hand, because the theoretical
calculations were calculated for gas-phase reactions and the
majority of the experimental data were measured in solution, it
is possible that the results reflect fundamental gas-phase versus
solution-phase differences in cyclization kinetics. It is true that
the gas- and solution-phase experimental data for the 6-endo
hexenyl radical cyclization show close agreement with one
another; however, it should be noted that the Arrhenius
parameters in the gas-phase study of this reaction were assumed,
rather than measured. On the other hand, the discrepancies might
reflect genuine error in the calculations and/or experiments. It
is worth noting that, for other types of radical reactions such as
additions to alkenes, it has been shown that it is difficult to
obtain accurate and precise experimental measurements of the
Arrhenius parameters, even when rate coefficients can be
measured with a high degree of accuracy. Rather, owing to the
relatively narrow temperature ranges typically involved, the 95%
joint confidence intervals for Arrhenius parameters tend to be

SCHEME 2: Cyclization of •CH2CH2CH2CH2CHdCH2

Figure 1. Free energy surface for cyclization of •CH2CH2CH2CH2SeR
(R ) Me, Bu, s-Bu, t-Bu).
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large and highly correlated with one another.25 Indeed, for
radical additions to alkenes, it has even been suggested that,
given this problem, theoretical calculations should be used to
obtain the frequency factors of reactions, which can then be
combined with experimental rate coefficients so as to obtain
experimental activation energies.25b In any case, it would be
desirable to probe this discrepancy through further experimental
studies of these reactions, and these are currently underway in
our laboratories.

Finally, for the case of the •CH2CH2CH2CH2SeC(CH3)3

radical, it is possible to compare the results obtained with and
without the use of the ONIOM approximation (see Table 1). In
general, the differences in the enthalpies of activation and
reaction for each of the reaction steps in the cyclization process
are negligible (less than 1 kJ mol-1). The only exception to
this is the enthalpy of the cyclization reaction, for which the
difference is somewhat larger (6.5 kJ mol-1), though still close
to the average error expected at the G3(MP2)-RAD level of
theory itself (ca. 5.2 kJ mol-1).25 This exceptional case corre-
sponds to the only calculation in which the SesR bond is fully
broken; in the curling reactions and the cyclization barrier, the
species involved remain structurally similar and benefit from
systematic cancelation of error. It would appear that full
G3(MP2)-RAD calculations (or at least inclusion of additional
substituents on R in the reaction core of the ONIOM calculation)
might be necessary for the accurate calculation of the SesR
bond energy; however, the ONIOM approximation is suitable
for calculations of the cyclization kinetics.

Mechanistic Aspects. The intramolecular cyclization of
•CH2CH2CH2CH2SeR (R ) Me, n-Bu, s-Bu, t-Bu, Bn, Bz,
Ph2CH) is an energetically favorable process and occurs with
synthetically accessible rate coefficients on the order of 104-106

s-1. As in the case of bimolecular homolytic substitution,6a the
intramolecular rate coefficients are substantially higher than
those for analogous reactions at sulfur (e.g., 14.33 s-1 at 21 °C
for R ) n-Pr, 7.0 × 103 s-1 at 50 °C for R ) Bz),26 which is
presumably due to the considerably weaker RsSe versus RsS
bonds.

As expected, the ring closures at Se are concerted and proceed
via transition states with nearly collinear geometries, having
angles between attacking and leaving radicals ranging from
151.7° to 166.0° (Figure 2). The key features of the transition-
state geometries are relatively unaffected by the nature of the
R group, although those for reactions having lower barriers and
greater exothermicities (such as the R ) Bn and Ph2CH
reactions) tend to be earlier in accordance with the Hammond
postulate. Not surprisingly, the frequency factors for the
reactions are also calculated to be very similar to one another,
with only R ) Bz and Bn having higher values than the others,
possibly reflecting the greater gain in flexibility in the transition
state as orbital interactions between the selenium and π systems
are disrupted in these radicals.

The barrier heights for the overall cyclization reactions tend
to follow expectations on the basis of the radical stabilization
energy (RSE) of the leaving radical; thus, radicals with stabilized
leaving groups such as Ph2CH and Bn have lower barriers than
those with less stabilized radicals such as Me and n-Bu (see
Figure 3). However, the correlation is not perfect; in particular,
Bn and Bz have slightly higher barriers than might have been
predicted on the basis of stability alone. This might reflect
reduced steric crowding in their reactant radicals, when com-
pared with species having secondary and tertiary substituted R
groups, or the stronger orbital interactions between Se and the

Figure 2. B3-LYP/6-31G(d)-optimized geometries of the transition structures for the cyclization of •CH2CH2CH2CH2SeR showing the natural
charges on R (QR) and Se (QSe), the lengths (Å) of the forming and breaking bonds, and the angle they make with one another. The numbers in
square brackets are the radical stabilization energies (kJ mol-1) of R•.
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π systems of these R groups that are disrupted upon formation
of the transition state.

Although the barrier heights show a reasonable correlation
with the stability of the leaving radical (R2 ) 0.715), for the
overall reaction enthalpies, the correlation with the RSEs is very
poor (R2 ) 0.380). In particular, the R ) Bz reaction is the
most endothermic of the cyclizations despite giving rise to one
of the more stabilized leaving radicals. This probably reflects
the conjugation between the Se and the carbonyl in the reactant
radical, which strengthens the breaking bond. With this species
omitted, the correlation between RSE and enthalpy improves
dramatically (R2 ) 0.866) but is still not perfect, as steric and
polar effects contribute to the structure-reactivity trends. In
particular, the SesR bond is stabilized by resonance with Se+R-

configurations, as is evident in the calculated charges on R and
Se that are on the order of -0.15 and +0.28, respectively (see
Table S4 of the Supporting Information). This stabilizing effect,
which varies with the R group, is of course absent in the neutral
products and thus has a much greater influence on the reaction
enthalpies than the barriers, where it cancels to some extent.

Conclusion

The intramolecular cyclization of •CH2CH2CH2CH2SeR (R
) Me, n-Bu, s-Bu, t-Bu, Bn, Bz, Ph2CH) is an energetically

favorable process and occurs with synthetically accessible rate
coefficients on the order of 104-106 s-1. The rate coefficients
are largely governed by the stabilization energy of the leaving
radical, though with contributions from steric and polar effects.
Nonetheless, even for the poorest leaving groups, it is clear that
the reactions hold synthetic potential for preparation of Se-
containing heterocycles. Overall, it appears that the ab initio
methodology used in the present work can provide chemically
accurate values of the cyclization rate coefficients of these
reactions at the studied temperature, although there remains the
possibility of slightly larger errors in the Arrhenius parameters,
which requires further investigation.

TABLE 1: Enthalpies (H, kJ mol-1), Entropies (S, J mol-1

K-1), and Free Energies (G, kJ mol-1) for the Cyclization of
•CH2CH2CH2CH2SeR at 21 °Ca

R
∆H

(kJ/mol)
∆S

(J/Kmol)
∆G

(kJ/mol)
∆H‡

(kJ/mol)
∆S‡

(J/Kmol)
∆G‡

(kJ/mol)

Step 1
Me 1.8 -10.0 4.7 9.9 -22.5 16.5
n-Bu 1.4 -14.9 5.8 9.7 -27.4 17.7
s-Bu 1.5 -7.3 3.6 9.9 -20.2 15.9
t-Bu 1.3 -12.5 5.0 10.0 -21.4 16.3
t-Bub 1.1 -12.5 4.8 10.0 -21.4 16.3

Step 2
Me - - - - - -
n-Bu - - - - - -
s-Bu -0.1 -3.1 0.8 8.6 -20.4 14.6
t-Bu 0.8 -0.6 1.0 8.7 -18.3 14.1
t-Bub 1.2 -0.6 1.4 8.9 -18.3 14.2

Step 3
Me 1.3 104.8 -29.5 32.8 -29.0 41.3
n-Bu 2.9 129.3 -35.2 29.4 -32.0 38.8
s-Bu 0.4 141.3 -41.1 26.7 -32.4 36.3
t-Bu -0.6 152.5 -45.4 23.7 -30.7 32.8
t-Bub 5.9 152.5 -38.9 24.6 -30.7 33.6

Overall
Me 3.1 94.8 -24.7 34.6 -39.0 46.0
n-Bu 4.3 114.5 -29.3 30.8 -46.9 44.6
s-Bu 1.7 130.9 -36.7 28.1 -42.8 40.7
t-Bu 1.5 139.3 -39.4 25.8 -43.9 38.7
t-Bub 8.2 139.3 -32.7 26.9 -43.9 39.8
Bzb 16.8 126.3 -20.3 28.6 -25.5 36.1
Bnb -24.5 107.0 -56.0 23.7 -30.5 32.6
Ph2CHb -38.0 114.9 -71.8 14.3 -45.2 27.6

a Calculated at the G3(MP2)-RAD level in conjunction with the
harmonic-oscillator approximation. For R ) Bz, B, and Ph2CH, an
ONIOM approximation was used; for R ) t-Bu, the full
G3(MP2)-RAD calculations and the corresponding ONIOM
approximations are both included to provide a test of the latter. For
R ) Me, Bu, s-Bu, and t-Bu, thermochemical data are shown for
each of the individual steps in the reaction, “curling” (steps 1 and,
where relevant, 2) and cyclization of the curled radical (step 3), in
addition to those for the overall reaction. For R ) Bz, Bn, and
Ph2CH, only the overall thermochemical data are shown. b ONIOM
results.

TABLE 2: Theoretical and Experimental Values of the Rate
Coefficient (kc, s-1) and Arrhenius Activation Energy (Ea, kJ
mol-1) and Frequency Factor (A, s-1) for the Cyclization
Reactions of •CH2CH2CH2CH2SeR and
•CH2CH2CH2CH2dCH2 at 21 °Ca

theoreticala experimental

kc (s-1)
Ea

(kJ/mol) log A kc (s-1)
Ea

(kJ/mol) log A

•CH2CH2CH2CH2SeR
R ) Me 3.4 × 104 34.7 10.7 - - -
R ) n-Bu 1.4 × 105 31.0 10.6 5.0 × 104 c,d 27.97 9.48
R ) s-Bu 2.6 × 105 30.2 10.8 2.7 × 105 c,d 21.97 9.21
R ) t-Bu 8.1 × 105 28.3 10.9 - - -
R ) Bzb 2.7 × 106 31.2 12.0 1.6 × 106 d 15.80e 9.00e

R ) Bnb 1.6 × 107 26.1 11.8 - - -
R ) Ph2CHb 3.6 × 107 17.5 10.7 9.5 × 106 f 10.60 8.86

•CH2CH2CH2CH2CH2dCH2 (6-endo cyclization)
gas phase 2.1 × 103 41.2 10.6 6.0 × 103 g 35.0 10.0e

solution phase - - - 3.4 × 103 h 35.6 9.85

•CH2CH2CH2CH2CH2dCH2 (5-exo cyclization)
gas phase 7.6 × 104 33.7 10.9 - - -
solution phase - - - 2.0 × 105 h 28.5 10.35

a Data correspond to the overall reaction. Theoretical values
calculated at the G3(MP2)-RAD level in conjunction with the
hindered-rotor model. For R ) Bz, Bn, and Ph2CH, an ONIOM
approximation was used. b ONIOM results. c Experimental data for
n-octyl and sec-octyl are used for n-butyl and sec-octyl,
respectively. d Unpublished data. e log A value was estimated, and
Ea was then calculated from the known rate constant and the
estimated log A value. f Reference 5. g Reference 23. h Reference 24.

Figure 3. Relationship between the barrier height and radical stabiliza-
tion energy (RSE) of the leaving group R in the cyclization of
•CH2CH2CH2CH2SeR. The line of best fit has an R2 value of 0.715.
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